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Abstract

This paper presents Olympus, a modular processing ar-
chitecture for a distributed ambient intelligence. The system
is aimed at detailed reporting of people wandering and ges-
turing in complex indoor environments. The design of the
architecture has been driven by two main principles: reli-
able algorithm testing and system scalability. The first goal
has been achieved through the development of Zeus, a real
time 3D rendering engine that provides simulated sensory
inputs supported by automatically generated ground truth
for performance evaluation. The rendering engine is sup-
ported by Cronos, a flexible tool for the synthesis of chore-
ographed motion of people visiting museums, based on
modified force fields. Scalability has been achieved by de-
veloping Hermes, a modular architecture for multi-platform
video grabbing, MPEG4 compression, stream delivery and
processing using a LAN as a distributed processing envi-
ronment. A set of processing modules has been developed
to increase the realism of generated synthetic images which
have been used to develop and evaluate algorithms for peo-
ple detection.

1. Introduction

Vision-based perception of moving people, the analysis
of the resulting motion patterns and the understanding of
their gestures has been and still is one of the most active
research fields in Computer Vision [1, 2]. This continu-
ous interest is sustained on one side by the number and im-
portance of potential applications, on the other side by the
strong challenges posed by the development of algorithms
for robust tracking of people in spite of occlusions and dy-
namic lighting. While significant efforts have been spent
in the development of algorithms and architectures, exten-
sive performance evaluation of the resulting systems while
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a key methodological issue has not been given proper at-
tention. This paper presents the structure of Olympus, an
ambient intelligence architecture relying on multiple com-
puter controllable cameras to track moving, partially (self)
occluded articulated objects and determine the position of
selected skeletal points in space-time. Olympus has a sci-
entific target and a methodological one:

� the development of efficient algorithms for the adap-
tive management of a population of cameras monitor-
ing complex multi-room environments, cooperating in
people tracking and occlusion disambiguation;

� the introduction of rigorous assessment of algorithm
performance through the generation of synthetic video
sequences of graded difficulty associated with com-
puter generated ground truth for evaluation (a percep-
tual oracle).

The currently envisaged application of Olympus is the de-
velopment of smart museum environments but the resulting
technological framework will provide the building blocks
for several real world applications such as: smart rooms
and environments (museums, video conferencing rooms),
advanced video surveillance systems, monitoring of physi-
cal rehabilitation sessions, and automatic scoring of divings
and similar activities.

The architecture of Olympus is presented in Section 2
and its perceptual oracle is described in Section 3. Syn-
thesized choreographed people motion is presented in Sec-
tion 4. Distributed sensor input and processing is addressed
in Section 5, while first results on the use of algorithm eval-
uation using Zeus are reported in Section 6.

2. Olympus

Monitoring people movements in complex environ-
ments, analyzing the resulting motion patterns and under-
standing people gestures corresponds to a high level of vi-
sual competence that can most appropriately be identified as



ambient intelligence. It is then natural to define the Olym-
pus architectural details in terms of the input sensors, the
active (processing) transmission channels on which the in-
formation flows, and the brain interpreting the view of the
external world presented by the sensors. The overall archi-
tecture is presented in Figure 1 where we can identify the
following modules:

Zeus/Hera : the graphical reality engines providing anno-
tated, artificial, sensory inputs to the system;

Gaia : the actual sensor system, based on real cameras and
depth sensors;

Cronos : the people motion simulator, providing realistic
group dynamics;

Hermes : the network transporting the signals from the
sensors to the interpreting brain Athena;

Athena : the ambient intelligence interpreting multiple
data flows from the real and simulated environments.

A characterizing feature of the proposed architecture is the
presence of two different sensor systems: Gaia and the
Hera/Zeus couple. The latter is first used during the nur-
turing phase of algorithm development. The graphical sim-
ulators ease the investigation of complex architectures by
providing simulated sensory input supported by complete
knowledge of the corresponding environment. They can
be used to assess algorithm performance by acting as per-
ceptual oracles to which computed data must be compared.
The availability of synthetic sensory input also supports ex-
tended experimentation with environments of graded com-
plexity, different sensor layouts and even the simulation of
new sensors, such as laser telemeters with given resolu-
tion. Gaia will be the main sensor systems in the real en-
vironment but the Hera/Zeus duo will still have its function.
Active sampling of the environment by the Olympus sen-
sor network will enable the reconstruction of its geometry
and textural properties. This information can be used by
the graphical simulators to synthesize specific views on de-
mand, implementing an active memory useful for the inter-
pretation of environment dynamics.

The following sections describe with some detail the dif-
ferent modules with the exception of Gaia: the physical sen-
sor network will be designed and realized after extensive
simulation based on rendered images.

3. Zeus and Hera

The usage of simulated sensory inputs is a major fea-
ture of Olympus architecture and is realized by two render-
ing engines, Zeus and Hera, respectively aimed at fast and

Figure 1. The architecture of the Olympus
visual system: a set of modules provide
real (Gaia) or simulated (Zeus/Hera) sensor
data which are then transmitted (and possi-
bly partially processed) over a network (Her-
mes) to the interpreting ambient intelligence
(Athena), itself distributed over multiple pro-
cessing units.

physically correct rendering. They transform a numeric de-
scription of the geometry and materials of a dynamic envi-
ronment into realistic digital images that can be used for the
development and test of tracking algorithms (see Figure 2).
Zeus is meant to be a fast renderer, taking advantage of state
of the art graphic boards and 3D game technologies [9]. He
is then based on the widely adopted OpenGL standard and
currently features:

� precomputed global illumination solution for the static
environment and dynamic lighting of moving objects;

� computation of moving objects shadows for static col-
ored lights, with optional soft shadowing effects;

� efficient rendering of complex indoor environments
using Binary Space Partition trees and Potentially Vis-
ible Sets;

� articulated character rendering with the possibility of
switching among different motion classes (such as
walking and running) with automatic interpolation;

� a client/server architecture, whereby distributed clients
can request a view of the simulated world from any po-
sition, supported by the corresponding perceptual ora-
cle information.

The alternative rendering engine, Hera, aims at physically
correct image generation. She is currently based on the



Figure 2. The information generated by Zeus:
the visual stimuli, a depth map, and the ’or-
acle’ identifying each person with a different
label.

open source lighting simulation and rendering system Ra-
diance [4], which has been used in the past for several ar-
chitectural simulators. Radiance is able to support complex
geometries and materials, and both direct and indirect illu-
mination providing physically accurate images. Currently,
a rendering API has been developed that provides on a pixel
per pixel basis information on the actual 3D world coordi-
nates, object and material identifiers, surface normal and
radiance values. An important aspect of Hera API is the
support for fine tuning of the rendering quality parameters

with a pixel granularity. This feature permits foveated ren-
dering of image regions of particular interest for Athena, the
ambient intelligence sensing the environment.

4. Cronos

The generation of appropriate motion patterns for the
simulated characters moving in the virtual environment is
the next issue to be solved in order to provide useful syn-
thetic inputs to the system. Although rendering the char-
acters is by itself a complex task, the creation of a suit-
able choreography of groups moving convincingly in the
environment poses additional challenges. Cronos, a special
client of the architecture graphical simulator, is able to ani-
mate groups of simulated characters. It is based on a hybrid
approach relying on flock simulation of internal group dy-
namics and on a novel version of computational fields [5].
The reason for the hybrid approach to simulated people mo-
tion synthesis stems from the fact that, while plausible flock
behavior naturally emerges from the simple rules proposed
in [7], consistent goal oriented behavior can not be easily
created in the same way. The solution employed by Cronos
is indirect groups control through invisible leaders: while
each element of a group is attracted by the position of its
leader with a force proportional to its distance, the motion
of the leader itself characterizes the goal oriented motion
of the group. The leaders can then be moved on a graph
whose nodes represent physical locations in the museum.
The nodes corresponding to the exhibits are given a set of
descriptive labels from which an interest score is derived
based on the group profile while the arcs are labeled with the
corresponding spatial distances. In this case, people motion
can be planned in advance, optimizing the fruition of the
exhibits (sum of the scores) subject to predefined temporal
constraints on the length of the visit. However, such an ap-
proach is not completely satisfactory as people do not, usu-
ally, optimize their visit this way. Furthermore, the impact
of local events (such as overcrowding) on group trajectories
can not be modeled with the necessary spatial detail unless
a large number of nodes is inserted into the graph. The so-
lution proposed by Cronos is based on a novel version of
the abstract computation field concept introduced by Mamei
and colleagues [5] for the coordination of distributed agents.
In the original formulation, each agent perceives the posi-
tion of the other agents through a force field and a coordi-
nated behavior emerges from the agents following the force
field and dynamically re-shaping it by changing their po-
sition. A major limitation of this approach in the context
addressed by Cronos derives from the effect of complex en-
vironment geometry. Ignoring environment geometry in the
generation of the fields originates strange motion patterns as
characters motion cannot ignore existing obstacles. Model-
ing walls and similar constraints with additional fields may



Figure 3. The two columns reports the evo-
lution in time of the co-fields originated from
two different exhibits: the darker the field the
stronger the attraction of the exhibit. The visi-
tor is at first attracted by the one correspond-
ing to the left. As time pass by, she gets
less and less interested in it till her attention
is captured by the nearby exhibit. Field dis-
continuities are due to the depression of sec-
ondary source emission, capturing the effect
out-of-sight out-of-interest.

also result in strange motion patterns that prevent the agents
from reaching the expected objectives. The version of co-
fields used by Cronos is generated by propagating interest
rays from each exhibit. The rays move linearly in a dis-
cretized space and mark each floor cell with the minimum
distance to the exhibit and the coordinates of the current
ray source. In order to cover the whole environment (in a
way not dissimilar to diffuse illumination) each pixel acts as
a new source. The resulting fields incorporate geometrical
information and can be effectively modulated by the com-

plexity of the path leading to the exhibit as well as the mere
distance to be traveled (see Figure 3). The implemented sys-
tem permits the simulation of groups with different interests
in museum exhibits as well as different visiting strategies
(detailed planning, casual, time limited etc.) by appropriate
modulation of co-fields.

5. Hermes

The necessity of integrating multiple information flows
from a network of sensors and to perform a substantial
amount of computation suggested from the very beginning
the development of Hermes, a distributed architecture for
image delivery and processing. He currently provides a
multi platform environment for the acquisition of visual in-
formation, its compression according to the MPEG4 stan-
dard, and its transmission and processing using multiple
distributed modules connected in a pipeline fashion via
TCP/IP. Specialized modules can be used at the sensor in-
terfaces, to control real (Gaia) and virtual (Zeus/Hera) cam-
eras, and to insert the corresponding data in the process-
ing network leading to the Athena core. This architecture
enables efficient transmission of video data over low band-
width channels, permitting the use of a wireless infrastruc-
ture even for multiple input channels. The current imple-
mentation is used to increase the realism of the images pro-
duced by Zeus by adding different kinds of noise and optical
effects (see Figure 4) mimicking real cameras characteris-
tics:

Depth of field mimicking the loss of detail for objects far
away from camera focus: it is simulated using depth
information provided by Zeus with every frame.

Motion blur, due to slow shutter time with respect to scene
motion: it is realized by shutter time integration of a
temporally super-sampled sequence generated by the
graphical simulator.

Interlace, due to some devices reconstructing the image
by drawing the even lines before the odd ones. The
generated frame can then be affected by asynchronism,
in which half of the image belongs to a previous frame.

Impulse and Gaussian noise, which respectively degrade
the image by saturating the value of a given percentage
of pixels and induce a granular appearance.

Current ongoing development aims at refining the module
control architecture. Easy deployment of the processing
modules will be supported by graphical tools able to com-
pile an iconic definition of the processing pipeline onto a set
of workstations locally connected via gigabit Ethernet.



Figure 4. Hermes can be used as a flexible dis-
tributed processing pipeline to apply video-
post effects to the synthetic images produced
by Zeus increasing their realism: (from left
to right, top to bottom) motion blur, depth
of field simulation, interlacing and impulse
noise.

6. Athena

The simulated and real sensorial input streams of Olym-
pus must be integrated and interpreted providing a high
level description of the environment. Raw sensor infor-
mation is progressively processed along the transmission
paths, extracting features useful for higher level interpre-
tation. This final step is carried out by Athena, the ambient
intelligence linked to the multi sensor monitoring network.
The development of Athena monitoring competence is cur-
rently based only on simulated input provided by Zeus.
Upon reaching acceptable competence on a suite of syn-
thetic tests of increasing difficulty, Athena will face the real
world where the population of cameras simulated by Zeus
will be replaced by a network of real consumer cameras,
Gaia. Athena’s visual sensors are actively controlled to pro-
vide the maximum possible information on the monitored
environment through reactive connection of multiple sen-
sors into surveillance agencies. These agencies cooperate in
resolving interpretation ambiguities due to occlusions and
poor camera resolution.

Athena is currently able to discriminate people from
a static background and to identify people shadows, pro-
viding accurate silhouette information. This function-
ality is based on a simplified two steps tracking algo-
rithm. The first learning step consists in the estima-
tion of a reference background image, computed over a

Figure 5. Some preliminary examples of
Athena at work. From top to bottom, left
to right, we have an image provided by Zeus
and contaminated with Gaussian noise added
by the Hermes processing network, the cor-
responding Zeus ’oracle’ response, provid-
ing pixel level ground truth, the first step in
segmenting moving people from the environ-
ment, and the final version showing the actual
segmentation and the estimated shadows.

number of static background frames (e.g. a view of the
museum interiors without visitors). Each image pixel�����������
	����������	������������

is represented by its expected mean
color value

������������	�����������	������������
and standard deviation�����������
	�����������	������������

, hue, saturation, and color brightness
distortion [3]:

��� � !�"�#�$ �&%�' #($ �&%)+*# $ �&% , ".-�$ �&%�' -�$ �&%)+*- $ �/% , "�0�$ �&%�' 0 $ �&%)+*0 $ �/%213�4 ' # $ �&%) #�$ �&%
576 , 4 ' - $ �&%) -�$ �&%
576 , 4 ' 0 $ �/%) 0 $ �/%�5+698
representing the projection onto the chromaticity line of the
current pixel. The second classification step consists of a
preprocessing stage, binarization, and pixel classification.
A first rough discrimination objects/background is made
through background subtraction relying on pixel statistics
computed in the first step. Each pixel is then classified as
foreground or background depending on whether its differ-
ence from the reference background image is statistically
significant or not. The resulting (noisy) image is cleaned by
morphological erosion filtering. At the same time, bright-
ness distortion is computed and color space conversion,
from RGB to HSV, performed. Finally, each foreground
pixel is given a score based on the result of a set of three
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Figure 6. The plot reports the error made
by the current Athena algorithm for peo-
ple/background segmentation. After seg-
menting the image into background and fore-
ground plus shadows, the algorithm tries
to identify shadows using a set of clas-
sifiers combined through scoring. Fore-
ground/shadow discrimination of component
classifier C1 is based on a single threshold
and the plot reports the error as a function
of its value. Manual computation of algo-
rithm performance with this detail and accu-
racy would be extremely costly.

classifiers:

C1 computes the ratio between the saturation of the current
image and the corresponding value of the background
image: whenever the result is greater than a parametric
threshold, one point is assigned;

C2 compares the brightness distortion of the current image
with two thresholds, one point is given when the result
falls within;

C3 the hue difference between the current image and the
reference one gives one point if below threshold.

A pixel is labeled as shadow or foreground, if the resul-
tant score is respectively greater or lower than a prede-
fined threshold (see also Figure 5, alternative methods for
shadow detection can be found in [6]). The perceptual or-
acle functionality provided by Zeus enables very accurate
performance assessment of the algorithm and some results
are reported in Figure 6.

7. Conclusions and future work

We have introduced Olympus, a flexible architecture
based on the use of graphical simulators with perceptual or-

acle functionalities, for the evaluation of smart environment
systems. Olympus has several novel features such as Zeus,
a high quality renderer providing synthetic images and per-
ceptual oracle functionalities, Cronos, a flexible puppeteer
for the synthesis of choreographed motion of people visit-
ing museums, Hermes, a distributed and multi platform ar-
chitecture for the acquisition, compression and processing
of video streams, and Athena, a currently evolving set of
algorithms for ambient intelligence that will be thoroughly
evaluated in environments of graded complexity using Zeus
generated ground truth.

Current activity is mainly focused on improving the vi-
sual competence of the interpreting module, Athena, with
the introduction of robust algorithms for people tracking
and gesture recognition based on cooperative multi camera
operation. Automatic reconstruction of the monitored envi-
ronment will be used to provide increasingly realistic syn-
thetic environments to be generated by the graphical simu-
lators Zeus and Hera.

Olympus will also provide the basis for further pursuing
the approach pioneered by Terzopoulos [8] to investigate
evolutionary development of visual competence in a dis-
tributed processing environment and, more generally, the
possibilities offered by supervised learning in the field of
visual-like sensory signal processing.
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